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Abstract 

Transformation of land use-land cover change occurs due to the numbers and activities of people. Urban growth modeling has 

attracted authentic attention because it helps to comprehend the mechanisms of land use change and thus helps relevant policies 

made. This study applied logistic regression to model urban growth in the Ahvaz Metropolitan Area of Khuzestan province in IDRISI 

Selva software and to discover what are driving forces effective on the urban growth of Ahvaz city, and with what intensity? 

Historical land use and land cover data of Ahvaz were extracted from the 1991and 2006 Satellite images. The following two groups 

of factors were found to affect urban growth in different degrees as indicated by odd ratios: (1) Constraints Distance to the Bridge, 

Rural Areas, Planned town and Industry activities (all with odds ratios<1_or coefficient <0); and (2) Number of urban cells within 

a 5·5 cell window, Distance to the Hospitals, Main Road, High Road, Rail Line, River, CBD and Secondary centers, agriculture 

areas in distance more than 5km of Urban area and Vacant area (all with odds ratios>1_or coefficient >0). Relative operating 

characteristic (ROC) value of 0.906 indicates that the probability map is valid. It was concluded logistic regression modeling is 

suitable for Understanding and measuring of driving forces effect on urban growth. Second, unlike the Cellular Automata (CA) 

model, the logistic regression model is not temporally explicit; urban growth trend in Ahvaz isn't in the event of infill development 

strategy. Also, variables of sprawl based agents indicate more power than to compact base agents. 

Keywords: Urban growth, Logistic regression modeling, Spatial autocorrelation, Ahvaz. 

1. INTRODUCTION 

The rapid physical and socio-economic restructuring of 

cities in developing countries, have increasingly been 

attracting the attention of researchers throughout the world. 

Land transformation especially Urban growth research in 

these places tend to explore the various means of land use 

change and the social, economic, and spatial variables 

influencing it. 

Models are one of the tools that are used by decision-

makers for studying the behavior and controlling land use 

changes and their trends for example urban growth. They 

are also important tools for exploring the interactions 

between land use dynamics and the driving factors of 

change [1]. Several techniques such as exploratory spatial 

data analysis, logistic and multiple regression analysis, 

cellular automata (CA), artificial neural networks (ANN) 

are employed in such urban land use change research. 
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Urban Growth as a form of land use change is a complex 

system. This phenomenon characterized by varied attributes 

and is influenced by different factors in different regions. 

Therefore, it is beneficial to test if the urban growth 

transformation pattern observed affected of which one 

social, econometric and biophysical factors. A number of 

mathematical methods in the literature deal with urban 

growth. The most popular modeling consists; logistic 

regressions which attempt to examine and forecast urban 

growth using an econometric formulation [e.g. 2, 3, 4], 

neural-networks modeling by which the interaction between 

the different elements of an urban system is studied based 

on the way biological neural systems develop [e.g. 5, 6, 7], 

and gravity models which address the interaction between 

the elements of urban systems by using a similar 

formulation to the Newton’s law of gravity [e.g. 8]. Also, 

Agent-Based Models (ABM) and Cellular Automata (CA) 

have become popular for representing the actions, behavior 

and interactions of individual agents in space and time [9]. 

In recent years, ABM and CA techniques have been 

particularly useful in modeling urban expansion [10, 11]. 

Several studies have endeavored to understand the spatial-
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temporal pattern of land cover change and its driving force 

[2, 12]. Simulation-based models such as Cellular Automata 

(CA) attempts to capture the spatial-temporal pattern of 

urban change by incorporating spatial interaction effect in 

to the model however, the poor explanatory capacity of 

simulation models has limited the detail understanding and 

interpretability of urban growth dynamics with its potential 

driving forces [13]. Moreover, most dynamic simulation 

models are not capable of incorporating adequate socio-

economic variables [3]. 

Empirical models use statistical analysis to uncover the 

interaction between land cover change and explanatory 

variables and have much better interpretability than 

simulation models. For example, regression analysis can 

help to identify the driving factors of urban growth and 

quantify the contributions of individual variables and their 

level of significance [13]. Binominal (or binary) logistic 

regression is a form regression, which is used to model the 

relationship between a binary variable and one or more 

explanatory variable yielding dichotomous outcome [14]. 

Logistic regression is based on the concepts of binominal 

probability theory, which does not need normally 

distributed variable, and in general has no explicit 

requirement. As an empirical estimation method, logistical 

regression has been used in deforestation analysis [15, 16], 

agriculture area changes [12, 17]. In the context of urban 

growth modeling, logistic regression model was used to 

study the relationship between urban growth and 

biophysical driving forces [2, 3, 4, and 18]. The conversion 

of non-urban to urban land use is considered as state 1, 

while the no conversion is indicated as state 0 in the same 

period of time. A set of independent variables are selected 

to explain the probability of non-urban area to conversion 

to urban. The main purpose of urban growth modeling is to 

understand the dynamic processes responsible for the 

changing pattern of urban landscape, and therefore 

interpretability of models is the most important aspect the 

modeling process. The advantage of statistical models is 

their simplicity for construction and interpretation or their 

capacity to correlate spatial patterns of urban growth with 

driving forces mathematically. However, statistical models 

lack theoretical foundation as they do not attempt to 

simulate the processes that actually drive the change [19]. 

In this paper, urban growth using logistic regression is 

modeled, explained and analyzed. The logistic regression 

model was applied to study the urban growth in Ahvaz, 

Khuzestan. The modeling aims to discover the relationship 

between urban growth and social, econometric and 

biophysical factors and to predict the future urban pattern. 

A Markov Chain-CA model has been previously applied to 

simulate the urban growth of Ahvaz in same period of time 

[20]. This will allow comparison between these two 

approaches of modeling applied to Ahvaz Metropolitan 

area. The steps of the modeling are to: (1) conduct multi-

resolution calibration of a series of logistic regression 

models and find the best resolution of modeling using 

fractal analysis; (2) refine the model by correcting and 

covariance analysis for spatial autocorrelation; (3) use the 

refined model to explain the driving forces of the urban 

growth; (4) validate the model by Relative operating 

characteristic (ROC) statistics and kappa index; and (5) 

analysis and predict the future urban pattern. 

2. STUDY AREA 

The Ahvaz, Khuzestan metropolitan region is defined 

here to include urban and Rural areas with a spatial extent 

of about 540 (Fig. 1). In the recent of the 20th century and 

present century, Ahvaz has introduced as the premier 

mineral, industrial and transportation urban area of the 

southwestern Iran and one of the fastest growing 

metropolitan areas in the Nation. Continuous high rate of 

population growth has been an explosive growth of the 

urban extent. This has resulted in extremely land cover and 

land use changes within the metropolitan region, wherein 

urbanization has consumed vast land of vacant and 

agricultural land adjacent to the city proper and has pushed 

the rural/urban fringe farther and farther away from the 

original Ahvaz urban core. 

 

 
Fig. 1 Main Structure of Ahvaz City (Land use achieved from Aster Satellite -2006) 
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There has been an unbalanced and polarizing growth in 

Ahvaz: a dividing line exists between the west and the east 

of the Karoon River, strongly corresponding with the long-

standing residential segregation patterns; for example 

existence of quite planned residential patterns in east and 

patterns of market-base residential development in west. 

This unbalanced growth has many dimensions which are 

shaping factors of the urban patterns: population, race, 

income, housing, employment and transportation patterns 

[20]. Explosive population growth is occurring in the south 

and outer suburbs of the region. Urban sprawl is also 

observed. Existent tendencies of urban development have 

occurred in the northwest (Kianshahr; Kianabad; 

Padadshahr; Golestan; Mellat, Aghajari district), and in the 

far southern suburban communities. 

The massive urbanization and industry development 

since the two recent decades had adequate significantly to 

the spatial change of the urban structure of the Metropolitan 

Ahvaz. The emergence of these changes has created a 

cluster and sprawl structure. This state must be evaluated. 

So initial for compass urban growth to the sustainability is 

recognition and relative comparison socio-economic and 

spatial driving forces of urban growth. Modeling urban 

growth by logistic regression focused on spatial driving 

force. 

3. METHOD AND MATERIAL 

A logistic regression model was used to analysis the 

urban growth with socio-econometric, demographic, and 

environmental driving forces. In a raster GIS environment 

in IDRISI Selva software, the data layers are tessellated to 

form a grid of cells. Binomial logistic regression, in which 

the input dependent variable must be Boolean in concept, 

that is, it can have only two values inclusive 0 and 1. Such 

regression analysis is usually employed in estimating a 

model that describes the relationship between one or more 

continuous independent variables to the binary dependent 

variable. The basic assumption is that the probability of 

dependent variable takes the value of 1 follows the logistic 

curve and its value can be calculated with the following 

equation [21]: 

 

𝑃 = (𝑌 = 1|𝑋) =
𝑒𝑥𝑝 ∑ 𝑏𝑘𝑥𝑖𝑘

𝐾
𝑘=0

1 + 𝑒𝑥𝑝 ∑ 𝑏𝑘𝑥𝑖𝑘
𝐾
𝑘=0

 (1) 

 

Where: P is the probability of the dependent variable 

being 1; X is the independent variables, X= 

( 𝑋0, 𝑋1, 𝑋2 … 𝑋𝐾), 𝑋0 = 1 ; B is the estimated 

parameters,  𝐵 = (𝑏0, 𝑏1 , 𝑏2 … 𝑏𝑘) . The state of a cell is 

dichotomous: either the presence of urban growth or 

absence of urban growth. It postulated value 1 is used to 

represent urban growth and value 0 for non-urban growth. 

Where P (𝑦 = 1|𝑥𝑘)  is the probability of the dependent 

variable Y being 1 given ( 𝑥1, 𝑥2, 𝑥3 … 𝑥𝑘 ), i.e. the 

probability of a cell being urbanized; Xi is an independent 

variable representing a driving force of urbanization, which 

can be of continuous, ordinal or categorical nature; and 𝑏𝑖  is 

the coefficient for variable 𝑥𝑖. Logistic regression employs 

Maximum Likelihood Estimation (MLE) procedure to find 

the best fitting set of coefficients. The maximum likelihood 

function used is the following [21]: 

 

𝐿 = ∏ 𝜇𝑖
𝑦𝑖

𝑁

𝑖=1

∗ (1 − 𝜇𝑖)
(1−𝑦𝑖) (2) 

 

Where L is the likelihood, 𝜇𝑖 is the predicted value of 

the dependent variable for sample i and 𝑦𝑖  is the observed 

value of the urban growth (dependent variable) for sample 

i. To maximize the aforesaid equation (2), it thus requires 

the solution for the following simultaneous nonlinear 

equations [21]: 

 

∑(𝑦𝑖 − 𝜇𝑖) ∗ 𝑥𝑖𝑗 = 0

𝑁

𝑖=1

 (3) 

 

Where 𝑥𝑖𝑗  is the observed value of the independent 

variable j for sample i. In solving the above equations, it had 

been used the Newton-Raephson algorithm. Logistic 

regression modeling, as an empirical estimation approach, 

allows a data-driven rather than a knowledge-based 

approach to the choice of predictor variables. Nevertheless, 

we still made an informed selection of variables. Selection 

of socio-economical predictor variables was detected by a 

historical review of urban growth in Ahvaz as reviewed in 

Section 2. These variables correspond to the important 

dimensions shaping Ahvaz urban patterns and main 

structures and function and spatial economic parameters 

(population, race, policies of big companies for example 

NIOC, main constraints, employment, and housing). The 

choice of econometric and biophysical variables imitate to 

most dynamic simulation modeling practices and local 

condition for example  some variables extracted from the 

determining factors inclusive slope, land use, exclusion, 

urban extent, transportation, Hillshade factors as in  

SLEUTH model [22, 23, 24]. While, the spatial influences 

of major highways, economic activity centers, existing land 

use types, and socioeconomic driving force of development 

and effect of their policies on land development, Distance 

of bridges as one of agglomeration economies factors in 

Ahvaz, protect area of oil shaft are arisen local conditions. 

Correlations may exist between those demographic 

variables. Logistic regression calibration should check for 

multi collinear. Model calibration in this study had two 

stages including initial calibration and refining.  

In this research, the land cover maps produced from 

Ahvaz metropolitan area for the years 1991, 2002 and 2006 

satellite images are used [20], which show five categories of 

land use/cover: urban, industry, grassland, vacant, and water. 

The 1991 census data were used for the social variables 

in model calibration. The 2006 census data were used for 

model prediction. The model should perform best if 

predictor data are collected at the year 1991, which lies 

halfway through the time period considered. A 2002 map 

was used to detection transition variables. A 2006 Land 

Cover Data map was used for validation. An interaction 

term number of urban cells within a neighborhood were 

calculated as an independent variable to take spatial 

interaction effects into account. 
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The complete list of variables is shown in Table 1 and Fig. 

2 shows the raster maps of the independent variables. Tree 

design variables denoted as 𝑋1, 𝑋14,𝑋16  representing 3 land 

use/cover classes respectively were generated to distinguish 

among the 5 categories of land use-cover by recoding the 

1991 land use-cover map into a binary map for each land use-

cover category. If all the tree design variables take the value 

of zero, then a cell value in the ‘‘water’’ layer must be one; if 

any one of the five land use/cover classes takes the value of 

1, a cell value in the ‘‘water’’ layer must be zero. Including a 

‘‘water’’ variable in the model would be redundant and cause 

multi-collinear. Initial model calibration used only the first 17 

variables. 

In last model, X4, X8, X13&X15   were eliminated into 

because of spatial autocorrelation that might exist. Fig. 3 

shows the map of urban growth from 1991 to 2006, which 

serves as the dependent variable Y. 

4. MODEL CALIBRATION 

We used multi resolution and covariance method for 

calibration the best resolution for modeling. Moellering and 

Tobler (1972) argue that geographic processes operate at 

different scales. There are methods to find at what 

resolutions new patterns may emerge and when the 

performance of models takes a significant turn. These 

turning points should be those at which the resolutions 

approach dominant operational scales. 
 

    
𝑿𝟏: Number of UC 𝑿𝟐: Constraints 𝑿𝟑: Distance to the B (1991) 𝑿𝟒: Distance to the CBD 

    
𝑿𝟓: Distance to the H 𝑿𝟔: Distance to the MR 𝑿𝟕: distance to the HR 𝑿𝟖: Distance to the RP 

    
𝑿𝟗: Distance to the RL 𝑿𝟏𝟎: Distance to the R 𝑿𝟏𝟏: Distance to the RC 𝑿𝟏𝟐: Distance to the PT 

    
𝑿𝟏𝟑: Distance to the SF 𝑿𝟏𝟒: Vacant lands 𝑿𝟏𝟓: Distance to the SC 𝑿𝟏𝟔: Agriculture areas 

  

 

𝑿𝟏𝟕: Distance to the IA 
𝑿𝟏𝟖 = 𝑿𝟒 ∪ 𝑿𝟏𝟓: 

Distance to CBD and SC 

 

Fig. 2 Raster layers of independent variables. Black represents 0 and white represents 1 
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These resolutions are where modeling should be 

conducted [25, 26]. Previous studies in environmental 

modeling using simple linear regression emphasis that R-

square values are higher at coarser scales [3, 27, and 28]. 

Because of this statistic does not mean what R-square 

means in ordinary least square (OLS) regression (the 

proportion of variance explained by the predictors), logistic 

regression does not have an equivalent to the R-square. So, 

this statistic is not suitable for recognizing the best 

resolution of modeling [3, 21].Goodness of fit values might 

not be used to determine the best resolution due to a lack of 

a turning point. 

We used fractal analysis same Hu and Lo research 

(2007) to determine the optimal scale of modeling. Fractal 

dimensions were calculated for the probability surface maps 

predicted using the logistic regression model calibrated in 

different resolutions (from 50 m to 400 m). The triangular 

prism surface area [29, 30] and linear method [21] for 

calculation the fractal dimension exists that in this was used 

second method. Most common means of measuring 

fractional dimension is to measure the length of a section of 

that feature with a measuring instrument of varying 

precision. The fractal dimensions in this study were 

calculated using the software package IDRISI SELVA. 

Fig. 4 shows the change of fractional dimension with 

the resolution of modeling. Fractal dimension increases 

almost linearly with the change of resolution from 50 m to 

400 m, and then decreases at the turning point of 350 m. 

This suggests that the urbanization probability surface 

does not demonstrate the property of self-similarity of real 

fractals since self-similar objects must have constant 

fractional dimension. Previous studies have demonstrated 

that true fractals with self-similarity at all scales are 

unfrequented [31] and most real-world curves and textures 

are not genuine fractals with a constant fractal dimension. 

The change of fractal dimension across scale, defined by 

Mandelbrot (1983), can be expounded positively and used 

to summarize the scale changes of the spatial 

phenomena(3). The scale at which the highest fractal 

dimension is measured may be the scale at which most of 

the processes operate [31, 33, and 34] and the model 

performs best. To test if the model in deed performs best 

at the turning point of 350 m, a series of urban growth 

probability maps generated from the logistic regression 

was compared against an actual urban growth map and 

ROC values, which validate the model running, were 

calculated.  

The highest ROC value was achieved at the resolution 

of 350 m. Thus the resolution of 350 m was selected as the 

optimal scale at which the logistic model best represents the 

dynamics of urbanization and the underlying processes. 

 
 

 no urban growth ;Y=0 

 urban growth      ;Y=1 
Fig. 3 Dependent variable Y_ Urban Growth 1991_2006 

 

 
Fig. 4 Lumped fractal dimension of logistic regression model 

predicted probability surface plotted against resolution. 

 

 
Fig. 5 Covariance analysis and significant correlation between 

variables 
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Table 1 List of variables included in the logistic regression model: These factors are extracted from three main sources: 1) Factors that were 

selected form the main sources of research as basis. 2) Factors from the main structure of Ahvaz city and 3) factors arising from major 

developments affecting the original structure from the main changes the original structure affecting 

Variables Meaning Nature of Variable 

Dependent   

Y 0: no urban growth; 1: urban growth Dichotomous 

Independent   

𝑋1 Number of urban cells within a 5 * 5 cell window Design 

𝑋2 
Constraints: inclusive River area, Swamps, wetland, 

protected area of Oil Shaft, Built up 1991) 
Continuous 

𝑋3 Distance to the Bridges (B) in 1991 (km) Continuous 

𝑋4 Distance to the CBD (km) Continuous 

𝑋5 Distance to the Hospitals (H) (km) Continuous 

𝑋6 Distance to the Main Road (MR) (km) Continuous 

𝑋7 Distance to the High Road (HR) (km) Continuous 

𝑋8 Distance to the Regional Parks (RP) (km) Continuous 

𝑋9 Distance to the Rail line (RL) (km) Continuous 

𝑋10 Distance to the River (R) (km) Continuous 

𝑋11 Distance to the Rural Areas (RA) (km) Continuous 

𝑋12 Distance to the Planned Towns (PT) (km) Continuous 

𝑋13 Distance to the Sporty Facilities (SF) (km) Continuous 

𝑋14 Vacant land Design 

𝑋15 Distance to the Secondary Centers (SC) (km) Continuous 

𝑋16 
Agriculture  areas in distance more than 5km of 

Urban area 
Design 

𝑋17 Distance to the Industry Activities (IA) Continuous 

𝑋18 Distance to CBD and Secondary centers Continuous 

 

5. LOGISTIC REGRESSION MODEL 

The logistic regression model assumes that observations 

are independent of each other and the residuals are mutually 

independent. But this assumption may be contravened due to 

the spatial autocorrelation. Spatial autocorrelation is the trend 

for data values to be similar to neighboring data values. 

To test the logistic regression residual for spatial 

autocorrelation, Moran’s I for the King’s case was 

calculated under a normality assumption that the cell values 

display independent drawings from a single normally 

distributed population, hence a null hypothesis that there is 

no spatial autocorrelation. For area within the residual 

image at the resolution of 350 m, the value of Moran’s I is 

0.768, indicating positive spatial autocorrelation. The Z test 

statistic value is 1891.23 with the p value of 0.0002. The p 

value is much less than 5%, which leads to the conclusion 

that the null hypothesis of no spatial autocorrelation in the 

residuals can be rejected. In other words, spatial 

autocorrelation is present among the residual values. 

Alternatively, there are two methods for reduce 

dependency: (1) pixel thinning that reducing the number of 

rows and columns while simultaneously decreasing the cell 

resolution, (2) sampling that leads to a smaller sample size 

that loses certain information base on maximum likelihood 

method. Nevertheless, it is a more sensible approach to 

remove spatial auto-correlation and a reasonable design of 

spatial sampling scheme will make a perfect balance 

between the two sides [3, 20, and 21]. In this study applied 

spatial sampling to correct for the spatial autocorrelation. 

Systematic sampling and random sampling are two 

sampling comportments in logistic regression. Modeling via 

systematic sampling reduces spatial dependence, while 

important information like relatively isolated sites are lost 

when population sample does not spatially resemble. On the 

other hand, random sampling is efficient in representing 

population, but does not efficiently reduce spatial 

dependence, local spatial dependence in specific. Stratified 

random sampling is thought to perform well when it is 

necessary to make sure that small, but important, areas are 

represented in the sample [35]. So, a sampling scheme both 

of systematic and random sampling is employed to overcome 

the conflict of sample size and spatial dependence. 

At the resolution of 350 m, the number of cells within 

the counties is 1,560,552, of which 15,659 cells have been 

sampled. Within the area, the number of cells that have 

changed from non-urban to urban, i.e., the number of 1s for 

variable Y (1 = urban growth), is 150,801 accounting for 

9.66% of the total number of cells. Of the 15,659 sample 

points, there are 1,510 points whose cell values are 1 in the 

Y variable layer. The percentage of 1s in the sample is 

9.64%, matching very well with the percentage of 9.66% for 

the full data set, which demonstrates the representativeness 

of the stratified random sampling. 

 

mk:@MSITStore:C:/Program%20Files/IDRISI%20Selva/language/English.chm::/english/SAMPLE.htm
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A maximum likelihood estimator [14] was used to fit the 

model. The results of fitting the logistic regression model 

with the full 14 independent variables are given in Table 2. 

At the level, all of variables are significant. A probability 

map was derived using the refined model and a residual map 

calculated to evaluate the extent to which autocorrelation 

has been reduced. The value of Moran’s I becomes 0.001 (p 

= 0.084), indicating very weak spatial autocorrelation. 

McFadden’s pseudo R-square was used to test the 

goodness-of-fit of the model. Pseudo R square values 

between 0.2 and 0.4 are considered a good fit [29, 36]. 

The pseudo R2 value of 0.3648 indicates a good fit of 

the model .Statisticians suggest that we must be careful in 

our use of the Wald statistics to assess the significance of 

the coefficients and that whenever a categorically scaled 

independent variable is included from a model (both of 

continuous and design variables) [14]. Strict adherence to 

the level of significance would justify excluding the three 

land use-cover types from the model. However, the 

probability of urbanization of a land lot should be 

influenced by its initial land use-cover status and initial land 

use-cover should be considered important in land cover 

change dynamics in a biophysical and cultural sense. Thus 

the two Continuous variables contained Distance to the 

regional Parks and Distance to the Sporty Facilities were 

eliminated and variables Distance of CBD and Distance to 

the Secondary Centers were synthesized in the reduced 

model. The results of fitting the educed logistic regression 

model are shown in Table 2 and equation 4. 

A logistic regression model is used to associate urban 

growth with driving force factors and to generate urban 

growth probability data. Herein, the urban growth equation 

with 14 driving force factors based on stepwise regression 

analysis of data in 1991 and 2002 was used as the initial 

equation for the logistic regression model to predict urban 

growth in 2006 as shown in the following equation. 

 
𝑈𝐺 = 𝑌1991−2006

= – 13.8572 + 4.8344 𝑋1– 2.7554 𝑋2 – 2.3803 𝑋3  
+  1.9624 𝑋5  +  4.4812 𝑋6  +  3.2018 𝑋7  
+  0.1968 𝑋9

+ 0.3054 𝑋10 – 1.4347 𝑋11–  0.5012 𝑋12

+ 6.1464 𝑋14 + 5.3135 𝑋16– 1.8788𝑋17+ 2.1889𝑋18 

(4) 

 

This result indicates that the urban growth between 1991 

and 2006 was driven spontaneously and naturally by socio 

economic development such as land use change. In 

addition, predicted urban growth in 2006 based on spatial 

data in 1991 and 2002 was an output from the LOGISTIC 

REG module of IDRISI software, having probability values 

between 0.00 and 0.92 (Fig. 7). These probability values for 

urban growth (0.00-0.92) were firstly used to extract the 

predictive urban and built-up area. After that we compared 

this predictive result with the actual urban and built-up area 

in 2006 using Relative Operating Characteristic (ROC) and 

Kappa Index of Agreement (KIA). These 2 accuracy 

assessment methods and the probability values for urban 

growth are calculated. The best threshold value coefficient 

of agreement in kappa analysis is 0.913. The KIA offers one 

comprehensive statistical analysis that answers 

simultaneously two important questions. How well do a pair 

of maps agree in terms of the quantity of cells in each 

category? How well do a pair of maps agree in terms of the 

location of cells in each category? This method of validation 

calculates various Kappa Indices of Agreement and related 

statistics to answer these questions (For details, see 21&39). 

6. MODEL EXPLANATION 

In a logistical regression, the odds of Y being 1 is 

calculated using the equation φ = eα+∑ βiXi
k
i=1  (38.54), and 

the odds ratio for the dichotomous variable Xi is 

demonstrated relation between each of the variables with 

urban growth (Y)1.The parameter a can be explanted as the 

logarithm of the background odds that would result for the 

logistic model without any X’s at all.  

A land lot with more neighboring areas that are urban is 

more likely to be developed for urban use. The variable 

number of urban cells within a neighborhood of 5 *5 cell 

size (X1) has an odds ratio equal to 125.76. With an increase 

of 1 urban cell within the neighborhood, the odds of 

development will increase extremely. The use of a land lot 

is often influenced by the land use/cover status of the 

adjacent area. Land managers and real estate developers 

have some propensity of imitating the land use/cover 

behaviors in the neighborhood. 

Secondary centers are developed in near to the CBD in 

Ahvaz metropolitan, so spatial correlation between these 

variables is positive (0.91). So these variables (X4&X15) 

were synthesis (X18). The decentralized, polycentric urban 

growth trend in the metropolitan Ahvaz area is evidenced 

by the interpretation of the odds ratios for the two 

predictors: distance to the CBD and Secondary centers (X18) 

and distance to High road (X7). The odds of urban growth 

in an area 1 cell closer to from the X18 is estimated as 

8.9254 as large as that in area further away this variable. 

The odds ratio for distance to High road is 24.5767, which 

means that the odds of urban growth in area close to CBD 

and SC is estimated 1.087629 times as large as that in area 

1 cell further away from CBD and SC. The closer it is to 

High road, rather than to the CBD, the more probable a land 

lot will be developed for urban use. 

Urban areas tend to grow close to the nearest Main road 

( X6 ). Distance to the nearest Main road ( X6 ) has a 

coefficient of 3.2018. The odds ratio is equal to 24.57. The 

probability of urban development in an area is estimated at 

0.0406 times as large as the probability of urban growth in 

an area 1 cell further away from the nearest urban area. This 

demonstrates that urban growth has been controlled by road 

accessibility. 

The probability of transition in vacant land ( X14 ) is 

larger than the probability of transition in areas covered 

with Agriculture areas (X16).This can be seen from the odds 

ratio values of 467.03 and 203.05 in a decreasing order for 

vacant land and Agriculture areas, respectively. All values 

are greater than one, illustrating a higher probability of 

urban growth [3]. 

Constraints (X2) as Design variables and Distance to the 

bridge (X3), rural c (X11), planned towns (X12) and industry 

activities ( X17 ) as continuous variables have negative 

coefficients (odds ratio < 1). 
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The probability of change from constraint lands (X2) to 

urban use is smallest for urban land use (odds ratio 

values=0.00). Values are greater than 1, having a higher 

likelihood of urban growth in those areas. New urban 

growth has occurred mainly in spaces far from bridges (X3), 

rural c (X11), planned towns (X12) and industry activities 

(X17). It should be noted that urban growth in Ahvaz not 

tends to infill development. Also, variables of sprawl agents 

indicate more power than to compact agents. 

7. MODEL VALIDATION USING ROC 

METHOD 

Model variables were selected by entry testing based on 

the significance of the score statistic, and removal testing 

was based on the probability of the Wald statistic. 

Probability for entry and removal was respectively set to 

0.05 and 0.10. Collinear was accounted for by eliminating 

the variable with the least significant Wald statistic 

contribution to the model [37]. The performance of the 

resulting regression models was evaluated by the relative 

operating characteristic (ROC) [15]. 

ROC was used to validate the logistic regression model. 

Recently the ROC method was brought to the field of land 

transformation change and urban growth modeling to 

measure the relationship between simulated change and real 

change [15, 38]. ROC method is an excellent method to 

evaluate the validity of a model that predicts the occurrence 

of an event by comparing a probability image depicting the 

probability of that event occurring and a binary image 

showing where that class actually exists. In this study, the 

ROC method offers a statistical analysis that solves one 

important question: ‘‘how well is urban growth 

concentrated at the locations of relatively high suitability 

for urban growth?’’ ROC evaluated how well the pair of 

maps agrees in terms of the location of cells being urbanized 

generally. Model validation using ROC reported a summary 

ROC value on base area under the curve as well as the 

peculiarities of the points on the curve that was used to 

calculate the ROC value. A ROC value of 0.5 is the 

agreement that would be expected due to random locations 

[20, 21]. Also, a ROC value of 1 indicates that there is a best 

spatial agreement between the actual urban growth map and 

the predicted probability map. 

 
Table 2 Estimated coefficients and odds ratios for the logistic Regression model containing the 14 independent variables (M14) 

Variables Coefficient Odds ratio Standard Error 

X1 Number of UC 4.8344 125.7629 0.2155 

X2 Constraints -26.4778 0.0000 0.3368 

X3 Distance to the B -2.3803 0.0925 0.2491 

X5 Distance to the H 1.9624 7.1164 0.2468 

X6 Distance to the MR 4.4812 88.3405 0.2661 

X7 Distance to the HR 3.2018 24.5767 0.2254 

X9 Distance to the RL 0.1968 1.2175 0.2889 

X10 Distance to the R 0.3054 1.3572 0.2899 

X11 Distance to the RC -1.4347 0.2382 0.2888 

X12 Distance to the PT -0.5128 0.5988 0.2893 

X14 Vacant lands 6.1464 467.0322 0.4956 

X16 Agriculture areas 5.3135 203.0594 0.4660 

X17 Distance to the IA -1.8788 0.1528 0.1376 

X18 Distance to CBD and SC 2.1889 8.9254 0.2929 

 

To conduct model validation, the image map of urban 

growth probability predicted from the logistic regression 

model was decency against that of actual urban growth 

obtained by comparison of the actual urban growth map with 

the predicated urban growth map in 2006 year. First the 

ranked image of probability of urbanization was sliced at a 

series of threshold levels. A threshold accounts to the 

percentage of cells in the predicated image to be re-classed as 

1 in preparation for comparison with the actual image. ROC 

began with the cell ranked the highest for probability, 

reclassified it as 1 and Calculations in equal parts (5%-10%, 

…100%) continues until of the cells had been reclassified as 

1.. at each stages, sliced image was then compared with the 

2006 actual image. Then ROC continued for the successive 

threshold.  

In Table 3, A represents the number of true positive cells 

which are predicted as urban growth and are actually urban 

growth in the actual image. From each contingency table for 

each threshold, one data point (x, y) was generated where x 

is the rate of false positives (false positive %) and y is the rate 

of true positives (true positive %): 

 

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 % =
𝐴

𝐴 + 𝐶
= 97.52% (5) 

𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 % =
𝐵

𝐵 + 𝐷
= 4.82% (6) 
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Table 3 Contingency table showing the comparison of the slice image of predicted urban growth probability with the reference image 

  
Reference image 

Urban growth (1) Urban growth (0) 

Simulated Image 
Urban growth (1) A (true positive) B (false positive) 

Urban growth (0) C (false negative) D (true negative) 

 

 
Fig. 6 Relative Operating Characteristic (ROC) curve 

 

These data points were connected to create a ROC curve 

from which the ROC value was calculated. The ROC 

statistic is the area under the curve that connects the plotted 

points. The ROC statistic is the area under the curve that 

connects the plotted points that uses the trapezoidal rule 

from integral calculus to compute the area, where 𝑋𝑖 is the 

rate of false positives for threshold i, 𝑌𝑖 is the rate of true 

positives for threshold i, and n+1 is the number of 

thresholds. The ROC curve (Area under Curve) is shown in 

Fig. 6. The ROC value in this study is 0.906 that calculated 

as: 

 

(𝐴𝑈𝐶) = ∑[𝑥𝑖+1 − 𝑥𝑖] × [𝑦𝑖 + (𝑦𝑖+1 − 𝑦𝑖) 2⁄ ] 

𝑛

𝑖=1

 (7) 

8. PREDICTION OF SPATIAL PATTERNS OF 

URBAN GROWTH 

The probability map can be used for recognizing 

probability of future urban growth location and quantity. In 

the study area, urban area accounted for 53% in 2006 

toward 1991 urban area, while same ration in relation with 

population growth is 37%. To produce the spatial pattern of 

urban distribution given a certain amount of urban area, the 

increase of the number of urban cells compared to the 1991 

base urban map was calculated. Then the number of 

urbanized cells was represented base on 1 equation to the 

probability map (Fig. 7). This generated a growth map. The 

residuals are not standardized and are bounded between -1 

and 1. The residuals are calculated as (Fig. 8): 

 
𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 [𝑖] = 𝑏𝑠𝑒𝑟𝑣𝑒𝑑 (𝑌𝑖)

− 𝑃𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒𝑑 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (𝑖) 
(8) 

 
 

Fig. 7 Urbanization probability maps of Ahvaz, Khuzestan. 

Lighter tones indicate higher probabilities of urban growth 

 

 
Fig. 8 Residual of regression 
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9. DISCUSSION AND CONCLUSION 

Examine the relationship between urban growth and 

growth variables showed that: 

Urban growth in Ahvaz has been affected severely by 

accessing to the main roads, the city center and sub-centers. 

Urban growth during the period under review occurred at 

distances far from the river, so there is weak relation 

between the growth of city and factor of distance to the 

bridges. River has always been one of the most important 

elements of the original structure. Indeed, the access to the 

east and west of city is declined, so urban growth has 

become more independent than to the River gradually. 

Therefore, as a strategy recommended that linking between 

the northern and southern parts of the city through the 

construction of bridge would be increased. Usage of this 

strategy will affect significantly on the agglomeration 

economies and will reduce infrastructure costs. Also access 

to the CBD and sub-centers through which it currently is on 

the wane, are improved and therefore urban growth will 

support endogenously. 

Urban growth over any variable is affected of built up 

areas. Accordingly, we can say that urban management can 

play an important role in orientation of urban growth via 

controlling and prioritization the construction. Examine the 

relationship between urban growth and agricultural and 

vacant land show that the results and reflections of 

agricultural land protection laws (203 odds ratio) have 

protected with only 43% of power equivalent  compared to 

the terms of Normal condition (Vacant land, with the 467 

odds ratio).  

Effect of spatial distribution of hospitals on urban 

growth is roughly effect equivalent of the town center and 

sub-centers, therefore it should be paying more attention the 

choosing the location of hospitals. 

In modeling level, logistic regression modeling was 

used to identify and improve our understanding of the 

demographic, econometric and biophysical forces that have 

driven the urban growth and to find the most probable of 

locations of urban growth in Ahvaz. The following two 

groups of factors were found to affect urban growth in 

different degrees as indicated by odd ratios:  

(1) Constraints (𝑋2) , Distance to the bridge (𝑋3), rural 

c (𝑋11), planned towns (𝑋12) and industry activities (𝑋17) 

(all with odds ratios < 1); and (2) distance to the CBD and 

SD, high road, main road, rail line, hospital, river, number 

of urban cells within a 5·5 cell window, vacant land, 

agriculture land, forest, and UTM northing coordinate (all 

with odds ratios > 1).  

Urban growth will mainly be around existing urban 

areas and close to major roads, while some new clusters 

located at far from the existing urban areas. Despite the, this 

study has shown logistic regression model’s strengths and 

limitations of the model. First, Logistic regression modeling 

is suitable for Understanding and measuring of driving 

forces effect on urban growth. Second, unlike the CA 

model, the logistic regression model is not temporally 

explicit. Its output probability map can only indicate where 

urban development will occur, but not when this will take 

place. Therefore, it is suggested in urban growth modeling, 

CA model and logistic regression method to be applied 

together. 
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1. odds ratio is calculated based on the equation 
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